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‘1 ‘he usefulness of a knowledge based system
is highly dependent upon the implementation of
the know]cdgc  base which drives that system.
~’hc knowledge acquisition and cnginccring
process is a recognized bottleneck in the
dcvclopmcnt and dcploynm~~t of knowledge
based systems. This paper presents a caw,stud y
oft hc kno wlcdgc cnginccring  process employed
to support the I.ink Monitor & Control Operator
Assistant (LMCC)A). ~’hc 1.MCOA i s  a
proto type  systcm which automates the
configuration, calibration, test, and operation
(rcfcrrcd td a s  precalibrafion)  of the
communications, data processing, metric data,
antenna, and other equipment used to support
space-ground communicant ions with deep space
spacecraft in NASA’s Deep Space Network
(DSN). The primary knowledge base in the
1.MCOA is the ~’cmporal Dcpcndcncy Network
(’I’l>N) - a dircctcd  graph which provides a
procedural rcprcscntation  of the prccalibration
operation. ~’hc ‘l”llN incorporates prcccdcncc,
temporal, and state constraints and uses .scvcral
supporting knowledge bases and databases.
Fl”hc  paper provides a brief background on the
lXN, and dcscribcs  the evolution of the ‘1’DN
and supporting knowledge bases, the process
used for knowledge engineering, and an
analysis of the successes -- and problems -- of
the knowledge cnginccring effort.

DSN I,ink Moni tor  & Contro l  (I, MC)
operations consist primarily of executing
procedures to configure, calibrate, test, and
cp?ratc a communications link bctwccn  an
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interplanetary spacecraft and the ground station.
Currently, 1..MC operators are responsible for
integrating procedures into an end-to-end series
of steps. In this ar[iclc,  wc address the usc of a
‘1’cmporal I)cpcndcncy Network  (TI)N) for
specifying operations procedures. The 7’lJN
incorporates the insight of  operations,
cnginccring,  and scicncc  personnel to improve
mission operations. An operational test of this
concept as implemented in the I,MC Operator
Assistant (1. MCOA) prototype was performed in
early 1993.5 The domain sclectcd  is for Galileo
Very 1.ong Baseline lntcrfcrornctry  (VL,RI)  Delta
Differential  One-way Ranging (DDOR)
prccalibration  using the 70n~ antenna at the
Goldstonc D e e p Space Communications
C o m p l e x  (GDSCC)  in California. ‘l-he
extensibility of this rcprcscntation to other
domains is now, being analyzed. This paper
analyzes the knowledge engineering effort
required during the development of the
I.MCOA prototype. in the first section,
knowledge cnginccring  is defined followed by a
discussion of the initial, high ICVC1 domain
analysis. ‘1’hc next section presents the low level
domain analysis as W C]] as the definition of a
TIIN and the information required to build it.
J;inally, results arc presented as WC1l as
rccommcndcd tools to facilitate building 3’DNs.

As shown in Figure 1 6, our approach to
knc)wlcdgc cnginccring  is an intcrative  process
which contains the following steps. The
dcvclopmcnt o f  t h e  T D N  rcprcscntation
followed these steps: acquire the know] edge,
organize it, analyze and develop conceptual
models, review models with experts, implement
the nmdcl and knowledge base, and review



performance. ‘1’here were two major iterations
through lhcproccss. ‘1’he first corresponds to a
domain analysis , w}~crc the know]cdgc
enginecrins  was at a high level and resulted in
the dcsigy  of the 3’IIN. ‘1’he second pass was
u s e d  to refine the ~“llN rcprcscntation,  a d d
additional knowledge structures nccdcd  to
support real-time operations, and build the
knowledSc base used to support the VI.BI
I )1X11< ‘1’L)N.

lXN operations personnel identified l,MC
operations, and spccifical]y  prccalibraticm as a
major problem. 2’lw intent of the initial domain
analysis was to characterize this problcrn and
identify ways of improving operations.

l~igurc 1. Ilctailcd  lnvcstigation:  knowlcdfie
acquisition and system dcvck)pnwnt.6

‘1’he first step wc took was to become
familiar with how an operator performs
preca]ibration. l’recalibration  is the task of

creating a co]l~t]~~ll~icatio]~s  link bctwccn  a IXN
antenna and a spacecraft. Durinp,  prccalibration,
the operator must type in well over 100
directives to configure, test and calibrate the
subsystems and must monitor over 1000
responses (in the form of textual messages on a
scrolling log) to determine the execution status
of those dircclivcs.

A dircctivc is the basic unit of control that
the operator has and is the primary intcrfacc to
the subsystems. The operators need to know
thousands of directives from which they select
the o n e s  a p p r o p r i a t e  to p e r f o r m  the
prccalibrat ion. ‘1’hc operators are rcsponsib]e for
determining the appropriate scqucncc of
dirccti VCS, inscr[ing the correct parameters, and
determining, with limi tcd support from the
system the state of the equipment following
execution of those directives.

The know]cdge acquisition effort had to
adctrcss two specific issues, the first being what
w e r e  the a p p r o p r i a t e  dircctivcs, the i r
parameters, execution responses and other
monitor and control information associated with
a directive. The second issue was in what order
did these directives need to be cxccutcd in order
to successfully perform prccalibration.  TO
acquire this information, a variety of knowledge
cnginccring techniques were used which
included reviewing opcratic)ns logs,
interviewing operations and engineering
personnel, and reviewing docurncntation. As a
result of these activities several specific
operability problems were identified with
prccalibration.

Currently, operators must manually enter
hundreds of directives throu~h a command-line
interface. Parameters to these directives are not
available on-line but rather in hard copy form
which the opcratc)r must sift through. After
sending a dircctivc,  the operator must check a
scrolling log to see that it was executed, duc tc)
lack of closed lcmp control. At the same tinw
they must also monitor thr health and status of
subsystems by analyzing the data in scrolling
logs and several graphical displays. If operators
multiplex their  time to work on several
subsystmls  at the same time, they must ccwrclatc
a variety of monitor data and event messages to
the specific subsystems without systcm  SUppOT1.

‘1’hcrcforc there is a lack of assistance for
supporting parallel operations. An added
difficulty is that the operator must filter through
alarm messages, many of which arc false alarms,
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in order to identify significant ones. l;inal]y, the
cmtirc  rcprcscntation of the o p e r a t i o n s
procedure is ctocunwntcci in several manuals
which address a specif ic  subsystem or
spacecraft, or provide a general overview of an
activity, ‘J’hc operators do not have a procedure
to follow from start to end. ~’hcy must refer to
the clc)cumcntaticm and rely on their own
cxpcricmcc.5

lh!d-!o.rnd  I’rocedurc  l<cpr.c~c!~ni~~]
‘1 ‘}w combination of lhcsc  pmblcms  results

in a system  which requires large amounts of
time f o r subsystem configuration and
calibration. It is also susceptible to kcybc)ard
entry crrcws, and places a huge burden on the
human operators to corrc]atc and process a large
amount of data. Based on this analysis, it was
decided to pursue an Artificial lntclligencc-
bascd  apprc)ach  to i m p r o v i n g  D S N  l i n k
operations. Addressing the above mentioned
problems served as the initial rcquircmcnts  for
the 1.MCOA. Onc of the main rcquircmcnts  was
dcvclopmcnt  of an end-to-end rcprcscntation  of
a prccalibrat ion proccdurc,

Analysis of operator logs showed that some
clircctivcs  could t-w issued in different orders.
lntcrvicws  witl~ operations personnel identified
t h a t  t h e r e  were  indcpcndcnt  scqucnccs of
directives. ‘1’hcse two facts together implied
that there was inherent parallel ism in
precal i brat ion. ‘1’hc concept of a TDN was
dcvclopcd  which could rcprcscnt  a proecdurc
with parallel activities. We define what a g’l>N
is and how wc usc it later in this paper.

]’erspcctivm  on J%ccalibLaLon
IJiscussions  with operations, engineering,

and scientific personnel lead to an
understanding o f  t h e  d i f f i c u l t i e s  of
prccalibration  and in particular, there was an
interest in improving prccalibrat ion for a V 1.111
1 >DOR pass o n  t h e  70n~ a n t e n n a .  ‘1’hc
pcrspcctivcs  of several individuals rcgardins  the
d e t a i l s  o f  prccalibration  lcd t o  t h e

c{)]]\\>ro]~e~]si\rc ‘1’1 JN representation for an ~lld-
to-end prccalibration procedure.

Operations pcv-sc)nnc]  arc responsible for the
real-tinw activity of precalibraticm. ‘I’hey know
what equipment is necessary to setup the link,
how much time is required and available, and
the proccdurc to configure the equipment in the
link. ‘1’hc operators arc responsible for
prrfor]nins  certain activities at particular times,
based on scheduling information available to
tlwm. ‘1’hcy also know what really works, and
thercfmc,  they nk?intain their own notes for how
to configure the equipment. Since time is a
majcw constraint, they also know the options
available. IIuring  link monitor and control
activities, they must consider safety, time, and
data inte~rity when making decisions.

Subsystcm  and opera t ions engineers arc
primari]y interested in the equipment required
for the link. Based on their intimate knowledge
of the cquipmcmt, they prc.scribe rccmnmcndcd
sequences of directives for configuring the
cquiprncnt. I’hesc rcconuncndat ions are bawd
on equipment physical characteristics and
limitations. ‘J’hcrcforc, the cnginccrs  provided
the reasons  for  sequence  of dircctivcs,
drpendcncics  between subsystems, as W C]] as
verification of the inherent parallelism in some
precalibration  activities.

The scientists’ interest in prccalibration  is to
ensure the best possible data resulting from a
pass with a spacecraft. ‘l’hey prescribe what
tests to perform during precalibration to ensure
high quality data, Given the constraints of real-
time operations, they also rccommcnd  the most
important aspects of prccalibration  and which
arc optional.

The ‘1’IJN was designed to incorporate the
v a r i o u s  prcccdcnt, tcmpora], a n d  slate
constraints required to rcprcscnt  these various
pcrspcctivcs  on the prccalibration  pmccdurc.
‘l-he I“IIN is described in more detail in the next
section. ‘1’hc result of this initial phase of
domain analysis was a high ICVC1 2’DN for VIJ\l
1>1 XX precalibration,  shown in Figure 2.

3

.



.

I Istall

J;igurc 2. J ligh lCVC1  ~’I)N.

I )ircctivc  Ilictionary  as an object containing the
following information.

~ctailed  domain analysis

in order to fully test the concept of the ‘I”DN
in the 1,MCOA prototype and to provide scn~i-
automalcd  prccalibration a n d  CIOSCCI loc}p
control, it was ncccs.sary to enhance and refine
the knowledge in the TDN. To provide closed
loop control a rule-based module, the Situation
Managcr4 ( S M )  w a s  dcvclopcd, The SM
evaluated incoming data from subsystems and
chcckcd prcco]~ditions and postconditions  in the
‘J’1 JN, to verify and control the execution of the
‘1 ‘lIN. In m-dcr to support closed loop control,
the support  data rncntioncd  a b o v e  w a s
expanded to a separate knowledge base, the
1 >irectivc Diet ionary. On top of this knowledge
base, the low level TDN was built. Jr\ order to
understand the TDN representation it is
ncccssary  to first understand the basic building
Mock of the 1’DN, directives.

]>ircclives
‘1’hc primary data unit of the ‘1’DN is a

directive. A directive is a control message which
is sent to an individual subsystem in order to
prrform  a s~wcific function. ‘l’he primary data
fields arc the destination subsystem, the control
action, and any associated parameters. ‘1’0
support the 1’DN model of proccd urcs,  an
enhanced  rcpre.sentation  of a dircctivc  is used.
An example of a dircctivc  definition is presented
in l’ab]c 1. I;ach directive is reprc.scntcd in the
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IIircctivc syntax (subsystem, message
name, required and optional parameters).
2%c function of the directive: what
primary and side effects it has on the
subsystcm;  what changes it causes in any
devices or subassemblies.
Parameter definitions: any constraints on
the parameters and the support data used
to d etermi ne parameter values.
Directive responses: the response
messages sent from the subsystcm  to the
I.MC to acknowledge receipt of the
directive. ‘l%is is only a communications
handshake and does not indicate that the
directive was successfully executed.
Rejection notices: messages sent by the
subsystem when the directive has failed t;
execute. (Includes syntax errors as well as
real-time failures).
Monitor and event information: data that
nuy be generated by the subsystem based
on the actions of the dircctivc. Specifics
which parameters and user intcrfacc
displays to monitor to confirm that the
directive has successfully executed.
]’reconditions  what state must the system
be in before this directive can bc sent.
l’ostconditions:  what state the system is in
when the directive has successfully
executed.



. .

I Actions [ ‘1’ransmiis mwtict  data set CW to the ACS
I Sources I 1 m DOY-067-1991, line 189

l’rcconclitions I IJrccticts available
I’ostconditions I l’rcclic[ table is filled

l’rcdicls  downloaded successfully
l{esponscs COMl>l  ,1;’ 1’1;11.  I}l<CXXSSING DI,C)A1) R1lQLJEST
Rejections COM1’1.FWEIJ. INVAI ID I>l{J!IJIC1’  Sli’t’ NAMH
Event notice PA 14:1 NT1il<lJOI.A’l’lN(; CW SUl\l
messages . . .

PA 14:ACS CON1;JRM 1~1 ,C)AD.,.
I’A 14:ACS <{imc>

Table 1. I)ireclivc  Rxample, AI’ D1 OAD 1’1<1!1) CW

‘1’hc information in the directive definitions —
is stored in a knowledge base, the Dircctivc
Dictionary. Of the above  listed types of
information, only a subscl,  dealing primarily
with syntax and general responses, is available
in the IXN documentation. M u c h  of the
information, such as extensive preconditions
and postconditions  is available only from
opera [ions personnel and cnginccrs.

Temporal IXpmdcncv Network
A TDN is a comp]cx object which cncodcs

the procedural information necessary to pcrfom~
a specific o~~crational task. ‘I%e primary
mprescntation  of the ~’DN is an augmented
directed graph. In the graph, each arc represents
a strict  precedence relationship, each node a
scqucncc  of directives which perform a subset of
the overall function. ‘lshc network explicitly
specifics the prcccdcnce  relationships bctwccn
nodes, any potential parallelism, and rules for
recovering from global faults. ~’hc nodes, or
blocks, consist of the directives, tcrnporal
constraints, preconditions and postconditions,
and local rccovcry information should the Mock
fail. An example block is given in Figure 3.

After identifying the directives ncccssary  to
per form the  given operation and any
preconditions and postconditions  specific to the
type c)f pass, designing a TDN bccomcs  an
cxcrcisc  in assigning directives to blocks. l’hc
‘1’I>N is the genera] representation of an
operational task. An instance of the 2’IJN is
crca ted from the general rcprcscntation  and is
parameteri~,ed for the specific pass being
performed. From this perspective, the ‘1’L)N acts
as a template for operations, and individual
parameters (time, frequency, file names) arc
filled in at execution time to pcrfonn  operations.

Preconditions:
ACS finished rcscttin~

l~ircctivc  sequence:
AI> CC)NN 14

Al} ACS I) I;l,UI’ 299
AI’ ACS RIQCORR

Postconditions:
ACS reccivcd connect’”’”

Ill;l .UT set to 299

Figure 3. Block Hxamplc

After ob[aining  a high lmw] version of the
proccdurc, the next step is to define the
procedure at a lower ICVC1. i.e. down to the level
of each operator directive issued and other
aclions pcrformcct. As a result of reviewing the
high level  7’l>N for V1.BI 1)1101<,  an cxpcr(
provided deta i led  f low char t s  o f  the
prccalibration  proccdurc  including parallelism
of subprocedurcs.  This formed the basis of the
IC)W lCVCI TDN. Subsequently, more details were
obtained about the configuration procedure of
cac}] subsystem and were rcvicwcd  by other
experts. “1’hese knowledge engineering tasks
required c)n the different subsystems can. be
done in parallel  while  kecpinfi  track of
dcpcndencics  to and from the other subsystcm
configuration procedures.

At a later time these procedures will bc
merged into a sing]e TDN. e.g. While reviewing
the TDN with operations personnel, it is
important to find out dcpcndcncies  between
subsystems. For example, in Fi,gure 2 “V
N’1’HMI’ x y“ is issued after ~e{tins  the systcm
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temperature and thi-csholcl which is done durin~
IJrccision ]’owcr M o n i t o r  (l’lJM) s e t u p .
I)l?pcndc’ncies arc not always explicitly
ictentificd when the procedure is sequential.
} lowcver,  explicit representations are needed for
parallel representation of the proccdurc.

‘l’he information that needs to bc obtained
for the low ICVCI 2’I)N consists of directives
issued, directive precondi t ions  and
postconditions, displays acccsscd,  manual
o}wrat ions performed such as making sa fct y
pafics and manual configurations and the order
of all of these actions. This information can most
easily be obtained by interviewing operations
personnel and by referring to operations logs.
SOmc documentation cxisk which has this low
level procedural information, but not necessarily
all tlw details that arc required to succcssfu]ly
perform a prccalibration.

IJata for Closed I.00D Control
(lnc c)f the  f ea tures  o f  the  I,MCOA

prototype is to provide closed loop control of
‘1’1 >N cxmution.  I’hat is, it pmvidcs the operator
with explicit and consistent feedback about the
executing state of directives.5 In order to
provide this capability it ‘is ncccssary  to
dctcrminc  the responses, event notice messages,
moni tor  data ,  and  precondi t ions  and
postconditions associated with each dircctivc.
~’he details of acquiring this information and the
usc of it for closed loop control is discussed
below.

~~d?~stcvn I)ata
l~or each dircc[ivc  sent out, a dircctivc

r e s p o n s e  i s returned w h i c h  i s a n
acknowlcdgcmcnt  from the subsystcm that thi
dircctivc  was rcccived. Event notice messages
and monitor data provide additional
information on the status of the subsystcm in
rmponsc  to a dircctivc. ‘1’hc responses and event
notice nmwagcs can bc initially determined frcm
analyzing operations logs and rcfcrcncing
Software Operators Manuals (SOMS). I lowever,
it is ncccssary  to find out from operations
personnel and engineers the usc and meaning of
these messages. in sonw cases, the receipt of a
directive response is the signal that the next
dircctivc can be sent. in other cases, the
operator waits for onc or more event notice
nwssagcs  in response to a dircclive in order to
determine succcssfu] completion of a directive
and to procccd with sending more directives.

]dcntifying the responses and event notice
nwssafics for each dircctivc was not always
straightforward, For example, a fcw very long
event notice messages were truncated in both
t h e  scrollinx  and  pr in ted  logs. ‘1’cI  provide

closed loop control in the 1,MCOA prototype,
knowledge of the entire message is required. in
such cases, the 1.MCOA itself assisted in some of
the knowledge cnginccring.  It was used to trap
the messages directly from the 1,AN. ‘1’hcsc
complete messages were then inserted into the
Icnowlcdgc base.

“1’he SOMS provided varying degrees of
information on dircctivc responses and event
notice messages depending cm the particular
Subsystcm. in sornc  documenta t ion ,  the
directive responses are completely specified
with the directi VC. In other cases, only the type
of response is documented, c,g. I’ROCESS1  NG,
COMI’I .ErI’l!IJ while there may bc more text in
t}w actual response. Also, the documentation for
different subsystems varies in how the event
notice messages are presented. in some cases,
they arc organized by type of action that the
message is associated with. I~or cxarnplc,  the
Antenna Pointing Assembly (AI)A) SOM
organizes thcm according to predict, conscan,
monitor, etc. in other SOMS the event notice
messages arc listed alphabetically. I:ina]]y, soJnc
SOMS provide explanations of the messages and
others do not. interviews with experts were
nccdcd to fill in information gaps.

The existing prototype made limited use of
monitor data. Onc problcm  was that in the
existing environment there was incomplete
access to monitor data. in addition, the usc of
monitor data was integrated into the prototype
after major knowledge bases had already been
built. } Jowever,  in extensions of this prototype,
an emphasis will bc placed on creating t}~e
knowledge bases according to monitor data.

~~rcconditions and Imstcondi tions
l’reconditions specify device states that must

bc true before the directive can execute.
l’ostconditions specify the expcctcd device states
after the directive has succcssfull  y executed.
l]reccdcnce relationships in the lDN arc formed
by ensuring that the actions required to satisfy a
diycctive precondition occur and arc verified
before that directive executes. So, if two
directives arc in sequence because one depends
on the successful completion of the other, these

6



directives will bc placed in separate blocks and a
prmcctence rclaticmship formed bctwccn them.

I ~ircctivc preconditions arc pushed up to the
block ICVCI, so that before the block tqins
cxccl]tin~  its first directive, all preconditions of
all directives in that block must bc satisfied. in
some  cases,  this check is redundant bccausc
completion of the prcvious  block is dependent
upon satisfying a postcondition  which satisfies
the prcconditicm  of the next block, Wc h a v e
dcsi8ncd  the ~’1 JN in this wa y for two reasons:

1) If a dircctivc  or block is moved to a
different location in the TDN, violated
preccdcncc  relations will be dctcckd.
2) if a dcvicc  fails bctwccn  the end of the
first block and the start of the second, wc
have a way to detect the failure before
proceeding.

The preconditions and postcond it ions of
directives were determined by reviewing
subsystcm  documentation and by interviewing
operations personnel and cnginccrs. By
ana]yz,ing  rejection messages in 10gs and
subsystcm  documcntaticm, preconditions, may
become  apparent. For exarnplc, the following is
a rejection rncssagc associated with Al’ ACS
IIJI.H (i.e. put the ACS into lDIX state.):

RI}J1lC1’l;D.  CANNOT’ C} IANC;II  MODE
WJ~”l 1 SCAN ON

I’hcrcforc,  a precondition is that SCAN is
01’F.

l<wll.lts.and U2Q!E

The  b lock  ICVC1 TDN for VLB1 DDOR
prccalibration was the result of assifining
direct ives to blocks and incorporating the above
Subsysic’m data, preconditions. ,  and
postconditions. The L.MCOA’ was successfully
demonstrated by performing prccalibration for a
V1.B1 DDOR pass at the Goldstcm 70 Meter
Antenna in Goldstonc, California.

Usc of the 1’DN itself during the knowledge
cm~ineering effort proved to bc a valuable tool to
communicate with experts about proccd ural
details. Analysis of the knowledge cnginccring
described above led to the need for other tools to
facilitate this type of cffcnl in the future.

o Access to online d o c u m e n t a t i o n
including SOMS and monitor data documents to
facilitate the construction of the knowledge
bases.

o A graphical too] to facilitate building,
modifying, and maintaining TDNs.

o A tool to build the Directive Dictionary,
which includes links to critical documcntaticm
and software and automatic notification when
ncw versions of such information is available.

o  A  m e t h o d  of a r b i t r a t i n g  a n d
documenting the  d i f fe rent  v iews  and
prcfcrcnccs  of experts regarding the proccdurc.

Conclusion-—— .—. -—— ———

]’rcvious research involved investigate ing the
usc of a ‘1’crnporal Dcpcndcncy  Network (TDN)
as a way of specifying 1.MC opera t ions
prc)ccdurcs  that incorporate the insight of
operations, cnginccrin~ and scicncc  personnel
to improve mission operations. An operational
test of t}~is concept as irnplcrncntcd in the LMC
Operator Assistant (LMCOA) was pcrforrnd in
early 1993. The application domain was Galileo
VI Ill DDOR precalibration  on the 70n~ antenna
at the GDSCC in Goldstonc,  California. The
extensibility of this representation to other
domains is now being  analyzed. This paper
analyzed the knowledge engineering effort
required to build a l“DN and recommend cd
in)provcments  to the LMCOA  to facilitate the
knowlcdfie  cnginmring  process.

‘f’hc work described in this paper was
carried out by the ]ct Propulsion Laboratory,
California lnstitutc of Technology, under
contract with the National Aeronautics and
Space Administration. The other n~cmbcrs of
the  1,MCOA team arc Lorrinc  1.cc, Kathy
Sturdcvant,  Crista Smyth,  ]uan Urista,  a n d
Sanguan  Chc)w, Wc would like to acknow]cdgc
the contributions of l’am Wolkcn,  ~’erry Dow,
I)avc Girdncr,  Dan Kicwicz and the many
operations and cnginccring  personnel at ]1’1. and
Goldstone  Deep Space Communications
complex.
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